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Abstract

The paper is oriented to statistical testing of ANNoutput in special cases. The neural network
with several inputs and single output is able to eksify objects into two classes depending on the
ANN output value. Basic types of neural networks & included: linear perceptron, bipolar
perceptron, sigmoidal perceptron, MLP and RBF. Varias statistical properties of ANN output
signal enforce various strategies of statistical $ng. The non-parametric approach is
represented by Fisher's factorial, chi square, Wilcgon-Mann-Whitney and Kolmogorov-
Smirnov test. The general methodology is based orNN learning on the training pattern set and
statistical testing on the verification set. All tle calculations were performed in the Matlab
environment.

1 Introduction

Artificial Neural Network is a modern tool for dapaocessing and categorization. When the
ANN was learned on training pattern set, it couldtested on another verification pattern set. The
difference between ANN output and its given valaa be subject of statistical testing. The hypothesis
testing depends on the character of ANN output. Wthe ANN input is a stochastic vector, the ANN
output is also stochastic variable with known oknown distribution. The are five types of single
output neural networks: linear perceptron, bipgarceptron, sigmoid perceptron, MLP, RBF and
their output can be subject of statistical testlhgs necessary to introduce the basic ANN tyess. f

2 ANN Preliminaries

Let nON, input vectorx = (X,,...,X,) OR" and output valuey* 1D O R . Then the vector
p=(x,y*) is called pattern in this context. The traditional output domains &g ={01},
D, ={-L#}, D, =[01], D, =[-L+1] or D, =R . Let mUN. Then PS={p,,....p,} is called
pattern set In the special case ofD=D,, the pattern set can be split into subsets

PS" ={pUPS|y*=+} and PS ={p0PS|y*=-1}, which are called sets of positive and
negative patterns. The pattern set can be alsbisfitraining and verification pattern sets ahdit
subparts. Théeraining pattern seand its positive and negative parts are denoted&sTS™, TS™.

Theverification pattern seand its positive and negative parts are denoted%svVS™*, VS™.
The atificial neural network (ANN) with single output can be represented asumction

ANN :R" - R and its output is then expressedyas ANN(X) . There are many various models of

ANN with single output. The direct processing conmedwo-layer systems dear, bipolar and
sigmoid perceptronsvhich are represented by formulas
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with weights as subjects of learning on the tragrpattern sets. Introducing the hidden layer of
H ON artificial neurons, we obtain three-layer ANN of—H —1 topology. According to the



literature the most frequent ANN’s aneultilayer perceptror(MLP), MLP with linear output(MLL)
andradial basis function networfRBF). The adequate formulas with unknown weigines
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3 Statistical testing

Proposed methods of statistical testing can baexpphly in a special case of verification set of
bipolar patterns. Thus, the training pattern setnod be used for the testing to prevent the
incorrectness. It implies that the ANN weights t&nestimated from the training pattern set using an
learning method but they must be independent orehiécation set of patterns.

3.1 Bipolar testing

Beginning with learned bipolar perceptron, we camrf 22 contingency table with individual,

marginal and total event frequencies. There are fmly possible events and the contingency table
consists of values

y=-1 y=+1
y =-1 a b P
y* = +1 c d
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Supposing thamin(b, c) < min(a, d), we can us€&isher factorial tesend evaluate the testing
criterion
gl PIQ'IRIS

P= L i@+ a)(b-A)(c-D)(d+)!

with critical value 0.05. Non-passing the test nsetlie success in ANN learning.

In the case of significant marginal frequencies mv.hr.gm(P’Q?\lmm(R’ S)

>5, we can apply
(ad —bc)’
PORS

of freedom. The high value of testing criterioraisindicator of ANN learning quality.

X? testwith testing criteriony® = N which belongs toy? distribution with one degree



The previous two tests can be also used for an@tN&N types after the output thresholding.
Let 80R be threshold value, which was obtained via trairiagern set. The bipolar output variable
can be easily obtained as=sign(y,,, — ). It implies that linear perceptron can substitoifgolar
or sigmoidal ones in this type of tests. In analdbg MLP is equivalent to MLP with linear output in
this case.

3.2 Rank based testing

Continuous output of ANN can be investigated viakrebased testing. Lem=‘VS+

’

n=‘VS“ be sizes of two ANNutput samples{fl,...,fm) and( l,...,/7”). Let (w(l),...,(//(mm)) be

ordered union samplandr, berank of ¢, in it.

m
LetW = Zrk . TheWilcoxon-Mann-Whitney tefg based on testing criterion
k=1
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Another approach is based on the distance betwaprrimental cumulative distribution
functions F_(x), F,(x) of ANN output samples. Th&olmogorov-Smirnov tesevaluates critical

probability

mn
+n

p=1- FKS(D Jwith D =sup| F,(x) = F,(X)|
xOR

and cumulative distribution functioRs(x) =1~ 2" (-1)"* exp(-2k*x?) .
k=1

The sigmoid function is increasing one. It implié® ttesting comes to the same results for
linear and sigmoid perceptron. The MLP is also egjeint to MLL output in the same meaning.

4 [llustrative example

A MLL neural network with 12 inputs 4 hidden neurcarsd one output were trained on 33
positive and 14 negative patterns. The statistioapgrties was studied in the case of 16 positive an
16 negative patterns with threshold valde 0.

Fisher's factorial test with a=16,b=0,c=1d =15 offered the actual probability

p=2828x10"° < 005, which means significant dependence between ANMuuand pattern
output.

The second test of contingency table camgyfo= 28.235 and thusp =1.074x10”" < 005, which
also means significant dependence.

The Wilcoxon-Mann-Whitney test evaluated the crieri U =16, which implies
p=2431x10" < 005 and the symmetry of union sample is refused.

The valueD =0.9375 was obtained via Kolmogorov-Smirnov test. Thps= 3.327x107° < 005,
which means the samples are not from the samebditim.



5 Conclusions

Various statistical approaches were used for thenge of ANN output on the verification set.
The non-parametric techniques based on contingeabjes, ranks, symmetry or cumulative
distribution function distance, play the role inrext statistical testing of ANN output. Given exae
exhibits the high sensitivity of Fisher's factortakt and Kolmogorov-Smirnov test. But the Wilcoxon
Mann-Whitney test was not too sensitive in the ca$estrongly separated samples. Proposed
methodology enables an alternative view to theityjuad ANN learning.
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